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Abstract
Apparent motion can occur within a particular modality or between modalities, in which a visual or tac-
tile stimulus at one location is perceived as moving towards the location of the subsequent tactile or visual
stimulus. Intramodal apparent motion has been shown to be affected or ‘captured’ by information from
another, task-irrelevant modality, as in spatial or temporal ventriloquism. Here we investigate whether and
how intermodal apparent motion is affected by motion direction cues or temporal interval information from
a third modality. We demonstrated that both moving and asynchronous static sounds can capture intermodal
(visual–tactile and tactile–visual) apparent motion; moreover, while the auditory direction cues have less im-
pact upon the perception of intramodal visual apparent motion than upon the perception of intramodal tactile
or intermodal visual/tactile apparent motion, the auditory temporal information has equivalent impacts upon
both intramodal and intermodal apparent motion. These findings suggest intermodal apparent motion is sus-
ceptible to the influence of dynamic or static auditory information in similar ways as intramodal visual or
tactile apparent motion.
© Koninklijke Brill NV, Leiden, 2011
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1. Introduction

Multisensory interaction has often been demonstrated through intersensory bias in
which the percept is predominantly defined according to properties of information
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from one particular modality. Intersensory bias occurs when information available
to different sensory modalities is discrepant along some critical dimensions and
the perceptual system attempts to maintain normal perception in face of this dis-
crepancy (Welch and Warren, 1980, 1986). One typical example of intersensory
bias is the ventriloquism illusion, where the spatial locations or temporal occur-
rences of stimuli in one modality can be affected or captured by events arising in
another modality (Bertelson, 1999; Bertelson and Aschersleben, 1998; Caclin et al.,
2002; Freeman and Driver, 2008; Keetels and Vroomen, 2008; Morein-Zamir et al.,
2003; Shi et al., 2010; Soto-Faraco et al., 2004a, b; Vroomen and de Gelder, 2004;
Vroomen and Keetels, 2006; Welch and Warren, 1980). In the spatial domain, the
localization of auditory or tactile stimuli can be biased by simultaneous presenta-
tion of a visual stimulus at a different spatial position; the apparent location of a
sound can be biased towards the location of a tactile stimulus when they are syn-
chronous (Bertelson, 1999; Bertelson and Aschersleben, 1998; Caclin et al., 2002).
In the nonspatial domain, task-irrelevant sounds can influence the temporal order
perception of lights, where sounds intervening between two lights lead to a decline
in performance by ‘pulling’ the lights closer and sounds outside of the lights im-
prove performance by ‘pulling’ the lights apart (Morein-Zamir et al., 2003; Shi et
al., 2010).

The ventriloquism effect has been found not only for static events, but also in
apparent motion tasks, in which judgment of motion direction of stimuli in one
modality is affected by repetition of static stimulus or stream of moving stimuli
in another modality. Apparent motion was first demonstrated in visual modality
with two briefly flashing lights (Exner, 1875). When presented at two different spa-
tial locations with an appropriate temporal interval, the perceiver would see a light
moving from the first to the second location. Since this very first demonstration,
apparent motion has been found for other modalities and for crossmodal events
(Galli, 1932; Harrar et al., 2008; Zapparoli and Reatto, 1969). The phenomenon
of stimuli in one modality affecting the perceived direction of apparent motion in
another modality has been termed ‘crossmodal dynamic capture’ (Soto-Faraco et
al., 2002). Typically, stimuli presented in the distractor modality are congruent or
incongruent with stimuli in the target modality in terms of motion direction or syn-
chrony and participants are instructed to judge the motion direction of stimuli in the
target modality while trying to ignore the stimuli in the distractor modality (Slutsky
and Recanzone, 2001; Soto-Faraco et al., 2002, 2004a, b).

Crossmodal dynamic capture has also been found in studies manipulating the
temporal relation between stimuli from two different modalities. Judgment of mo-
tion direction or categorization of the type of apparent motion in a target modality
are altered by the presence of temporal asynchronous static stimuli from another
modality (Getzmann, 2007; Freeman and Driver, 2008; Shi et al., 2010). Freeman
and Driver (2008), for example, found that when two flashing bars are presented in
alternation in two hemifields with equal intervals between two consecutive flashes,
auditory beeps slightly lagging or leading the flashes strongly influence the per-
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ceived visual motion direction, although the biaurally presented beeps provide
no spatial information relevant to the flashes. In this study, the timing of visual
events is altered by auditory stimuli with higher temporal acuity, and this ‘temporal
ventriloquism’ has been observed in a number of other studies (Bertelson, 1999;
Bertelson and Aschersleben, 1998; Getzmann, 2007; Keetels and Vroomen, 2008;
Morein-Zamir et al., 2003; Vroomen and de Gelder, 2004; Vroomen and Keetels,
2006).

An interesting finding in the previous studies is that the crossmodal dynamic cap-
ture effect is asymmetric between the auditory, visual and tactile modalities. The
direction of visual stimuli can capture the direction of auditory apparent motion but
it has not yet been shown that the direction cues in the auditory stimuli can cap-
ture the direction of visual apparent motion (Soto-Faraco et al., 2002; Soto-Faraco
et al., 2004b; Strybel and Vatakis, 2004). Likewise, the tactile motion distractors
have a stronger influence upon the perception of auditory motion direction than au-
ditory motion distractors do on tactile perception (Soto-Faraco et al., 2004a), and
the visual motion distractors have a stronger influence on the perception of tactile
motion direction than tactile motion distractors do on visual perception (Bensmaïa
et al., 2006; Craig, 2006; Lyons et al., 2006). These asymmetries in both spatial
and temporal manipulations have been attributed to differences in functional ap-
propriateness and precision between different modalities. Vision is described as
the most accurate in spatial tasks (Welch and Warren, 1980, 1986) and, thus, in
general visual direction cues can impose influences upon the perception of the di-
rection of apparent motion in other modalities, as summarized by Soto-Faraco et
al. (2003). Conversely, audition takes priority in temporal precision, with auditory
temporal information calibrating the perception of temporal intervals between vi-
sual events (Freeman and Driver, 2008; Kafaligonul and Stoner, 2010; Shi et al.,
2010). However, the functional superiority of vision in spatial localization as well
as the dominance of temporal precision in audition could be task-dependent. In a
spatial localization task, when visual stimuli are severely blurred, sound captures
vision in spatial localization rather than vice versa (Alais and Burr, 2004).

Apparent motion takes place not only within a single modality, but also between
modalities (Harrar and Harris, 2007; Harrar et al., 2008). For example, with an
appropriate time interval between a visual stimulus at one location and a tactile
stimulus at another location, the participants would perceive some kind of motion
stream from the first to the second location. In this kind of intermodal apparent mo-
tion, the motion stream is composed of stimuli from two different modalities, with
different combinations having different perceptual saliencies or perceived strengths
(Harrar and Harris, 2007; Harrar et al., 2008). This differential saliency can also
be found in comparisons between intermodal and intramodal apparent motion. For
example, Harrar et al. (2008) varied the distance and stimulus onset asynchrony
(SOA) between two stimuli, which could be light and/or touch, and asked the par-
ticipants to assess how good the perceived apparent motion was on a 5-point scale.
The perceived quality of apparent motion varied, with the preferred SOA increasing



372 L. Chen, X. Zhou / Seeing and Perceiving 24 (2011) 369–389

as the distance between the stimuli increased (i.e., consistent with Korte’s third law
of apparent motion, Korte, 1915) for visual–visual apparent motion, but with no
such functional relationship for visual–tactile apparent motion.

Is intermodal apparent motion affected by spatial or temporal information from
a task-irrelevant modality in the same way as intramodal apparent motion? This
issue is important because answers to this question would help us to understand
the mechanisms underlying crossmodal dynamic capture. Here we adapted the
paradigm developed by Soto-Faraco and colleagues (Soto-Faraco et al., 2002; Soto-
Faraco et al., 2004a, b) and presented participants with visual and tactile stimuli
at two different locations (Fig. 1A) to create intermodal (visual–tactile, tactile–
visual) and intramodal (visual–visual, tactile–tactile) apparent motion. Crucially,
we presented participants with task-irrelevant auditory stimuli, which encoded di-
rection information congruent or incongruent with the direction of intermodal or
intramodal apparent motion (Experiment 1) or temporal order information syn-
chronized or asynchronized with the SOA for intermodal or intramodal stimuli
(Experiment 2). The empirical question was whether and how intermodal apparent
motion could be affected by motion direction cues or temporal order informa-
tion from the third, auditory modality. The potential intermodal capture effects
were compared with the typical crossmodal capture effects between two individ-
ual modalities.

2. Experiment 1

The stimulus consecutively presented at the first or the second location (Fig. 1A)
could be either visual (light-emitting diode or LED flash) or tactile (indentation tap
onto the finger tip), creating four combinations: visual–visual (VV), visual–tactile
(VT), tactile–visual (TV) and tactile–tactile (TT). With an inter-stimulus interval
(ISI) of 100 ms between the two stimuli in this experiment, participants perceived
either the intramodal (VV and TT) or the intermodal (VT and TV) rightward or
leftward apparent motion (Harrar and Harris, 2007; Harrar et al., 2008). The task-
irrelevant auditory stimuli, presented consecutively from two speakers located at
spatial positions aligned with the visual and tactile stimulations, formed another
stream of apparent motion whose direction was either congruent or incongruent
with the direction of intermodal or intramodal apparent motion. Participants were
instructed to judge the direction of the intermodal or intramodal apparent motion
while ignoring the auditory input.

The auditory stream could appear at the same time as the intermodal or in-
tramodal apparent motion or could be delayed by 500 ms. This manipulation of
delay was to provide a baseline condition in which the auditory information was
outside of the normal temporal window in which multisensory integration could
take place (Bertelson and Aschersleben, 1998; Soto-Faraco et al., 2004a). Given the
different motion saliencies for different modality combinations (Harrar et al., 2008;
see also Discussion for this experiment) and different functional dominances in pro-
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(A)

(B)

Figure 1. Experimental setup and temporal correspondence of motion streams used in Experiment 1.
(A) The participant placed two middle fingers on the tactile actuators which were embedded into
foams, which were placed just in front of the two speakers. Two LEDs were collocated with the
two actuators, respectively. One red LED was placed at the center of the setup to serve as a fixation
point. Participants made their responses by lifting left foot pedal for leftwards target motion or right
foot for rightward motion. Accuracy rather than speed was emphasized. (B) Spatial and temporal
correspondences between auditory input and visual/tactile target stimuli. The auditory beeps could
occur either congruently or incongruently with the target motion stream, simultaneously or 500 ms
later with respect to the visual/tactile targets. This figure is published in color in the online version.

cessing spatiotemporal information for different crossmodal interactions (Fujisaki
and Nishida, 2009; Welch and Warren, 1980), we expected to observe differential
auditory capture effects for the intermodal and intramodal apparent motion.

3. Method

3.1. Participants

Fourteen undergraduate and graduate students (5 females, average age 24.5 years)
were tested. None of them reported any history of somatosensory or auditory
deficits. They had normal or corrected-to-normal vision and were naïve to the



374 L. Chen, X. Zhou / Seeing and Perceiving 24 (2011) 369–389

purpose of this study. The experiment was performed in compliance with insti-
tutional guidelines set by Academic Affairs Committee, Department of Psychology
at Peking University.

3.2. Apparatus and Stimuli

Two speakers were placed 30 cm from each other (center to center; see Fig. 1A).
The tactile stimuli were produced using solenoid actuators in which the embedded
cylinder metal tips, when the solenoid coils were magnetized, would tap the fin-
gers to induce indentation taps (Heijo Research Electronics, UK). The maximum
contact area is about 4 mm2 and the maximum output is 3.06 W. Two solenoid
actuators were put onto two foams that were laid directly in front of the speakers.
Directly in front of each actuator there was a green LED. Thus, the presentations of
auditory, visual and tactile stimuli could be essentially at the same spatial positions.
The inputs to the LED (5 V, with duration of 50 ms) and to the actuators (with du-
ration of 50 ms) were controlled via a parallel LPT port by software written with
Matlab (Mathworks Inc.). Two footpedals attached to the floor directly beneath the
participants’ left and right feet were used to collect judgment responses.

An auditory apparent motion stream consisted of the presentation of two 50-ms
tones (65 dB) with an ISI of 100 ms. The two tones used in a given apparent motion
stream were of the same frequency, which was chosen randomly on a trial-by-trial
basis from three possible frequencies: 450, 500 and 550 Hz. Likewise, a visual or
a tactile stimulus lasted for 50 ms, with the ISI of 100 ms between the two stimuli.
Participants were asked to wear a headset to prevent from hearing the faint noise
(30 dB) from the actuators. However, the loudness of the auditory stimuli from
the two speakers were intense enough (65 dB) such that the participants had no
difficulty in perceiving the sounds.

3.3. Design and Procedures

A 4 (type of motion stream in the target modality: VV, VT, TV, TT) × 2 (con-
gruency between the direction of apparent motion in the target modality and the
direction of apparent motion in the auditory stream: congruent or incongruent) ×
2 (temporal correspondence between the two streams: synchronous or with a delay
of 500 ms) factorial design was adopted (see Fig. 1B). The experiment had a total
of 384 trials, divided into six test blocks with each block having 4 trials from each
experimental condition.

Participants sat in front of the two speakers at a distance of 40 cm and were in-
structed to keep their middle fingers on the tactile actuators (Fig. 1A) and their feet
pressed down on the foot pedals. The room was kept dark throughout the experi-
ment. Participants started each trial by lifting and putting down one foot. After an
interval of 1300 ms, stimuli for the target stream and for the auditory stream (for
synchronous presentation) were presented. After a pause of 750 ms participants
made their judgment by lifting one foot corresponding to the direction of apparent
motion in the target stream: left foot for leftward and right foot for rightward. After
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a foot response was made, a red LED at the middle position between the two speak-
ers flashed for 200 ms and participants were asked to fixate at this position for the
next trial.

Before the formal experiment, participants practiced discriminating the direction
of apparent motion in the target stream in the absence of any auditory stimuli. All
the types of apparent motion used in this experiment, including intramodal (VV,
TT) and intermodal (VT, TV) stimuli, were presented in the practice session. Par-
ticipants were asked after practice whether they perceived motion between the two
consecutive stimuli in the visual and/or tactile modalities. They all reported to have
a strong sense of motion for each type of stimuli (see also Discussion). All the
participants reached the criterion of at least 90% correct judgments in their first
20 attempts.

4. Results

The average proportion of correct responses (with the associated standard error)
for each condition is presented in Table 1. An analysis of variance (ANOVA) with
motion type, congruency and synchrony as three within-participant factors found
a significant main effect of congruency, F(1,13) = 25.89, p < 0.001, η2

p = 0.67,
with the congruent stimuli being judged more accurately (94.3%) than the incon-
gruent stimuli (85.8%). The main effect of temporal synchrony was also significant,
F(1,13) = 5.70, p < 0.05, η2

p = 0.31, with the percentage of correct responses
lower for the temporally synchronous presentation of auditory stimuli (88.7%)
than for the delayed presentation of auditory stimuli (91.4%). Importantly, the
main effect of motion type was significant, F(3,39) = 6.10, p < 0.01, η2

p = 0.35.
Bonferroni-corrected pairwise comparisons showed that the percentage of correct
responses for VV motion (95.5%) was higher (ps < 0.05) than those for the other
three types of motion which did not show difference between themselves (VT,
87.9%; TV, 87.5%; TT, 89.3%).

Moreover, the two-way interaction between motion type and synchrony was
significant, F(3,39) = 10.94, p < 0.001, η2

p = 0.46, as was the two-way interac-

tion between congruency and synchrony, F(3,39) = 35.07, p < 0.001, η2
p = 0.73

(Fig. 2A), and the three-way interactions between motion type, congruency and syn-
chrony, F(3,39) = 5.27, p < 0.01, η2

p = 0.29 (Fig. 2B). Further analysis showed
that, for the delayed presentation of auditory stimuli, the main effects of motion
type and congruency were both significant, F(3,39) = 5.62, p < 0.01, η2

p = 0.30,

and F(1,13) = 6.65, p < 0.05, η2
p = 0.34; but interaction between the two factors

was not, F(3,39) = 1.02, p > 0.1, η2
p = 0.07. For the synchronous presentation of

auditory stimuli, the main effects of motion type and congruency were significant,
F(3,39) = 9.76, p < 0.001, η2

p = 0.43, F(1,13) = 32.0, p < 0.001, η2
p = 0.71, so

was the interaction between the two factors, F(3,39) = 4.58, p < 0.01, η2
p = 0.26.

These analyses demonstrated that the congruency between the motion direction of
the task-irrelevant auditory stream affected the judgment of motion direction in the
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(A) (B)

Figure 2. Percentages of correct responses in judging the direction of target apparent motion streams
in Experiment 1. The error bars represent standard errors in different conditions. (A) Percentages of
correct responses collapsed over types of target streams for synchronous and asynchronous presenta-
tions. (B) The congruency effects (incongruent vs congruent) for the four types of apparent motion in
the synchronous condition (VV: visual–visual motion; VT: visual–tactile motion; TV: tactile–visual
motion; TT: tactile–tactile motion).

target stream and this congruency effect was larger when the auditory stimuli was
presented simultaneously with the target stimuli than when the auditory stimuli was
delayed. Moreover, for different types of apparent motion in the target stream, the
congruency effect remained the same when the auditory stimuli were delayed but
was different when the auditory stimuli was synchronous. Furthermore, it is clear
from Table 1 that the congruency effect was the smallest for VV motion (7.1%), the
largest for TT motion (22.0%), and the intermediate for VT motion (16.0%) and
for TV motion (12.5%), although all these effects were significant by themselves,
p < 0.05 (VV, TV) or p < 0.01 (TT, VT).

To examine whether the modality of stimulus at the first and/or the second loca-
tions in the target stream made a difference in the auditory spatial capture effect, we
conducted a 2 × 2 × 2 ANOVA for the synchronous presentation of stimuli, with
the first and the second factors referring to whether the stimulus at the first or the
second location was visual or tactile and the third factor referring to the congruency
of directions between target stimuli and auditory stimuli. We observed a main effect
of stimulus modality at the first location, F(1,13) = 15.17, p < 0.01, η2

p = 0.54,

and at the second location, F(1,13) = 19.20, p < 0.01, η2
p = 0.60, with a higher

percentage of correct responses when the stimulus at the first location was visual
(91.8%) than when it was tactile (85.6%) and when the stimulus at the second loca-
tion was visual (91.5%) than when it was tactile (85.9%). The interaction between
the modality of stimulus at the first location and the modality of stimulus at the sec-
ond location did not reach significance, F(1,13) = 2.24, p > 0.1, η2

p = 0.15, but
the interaction between the modality of stimulus at the second location and con-
gruence did, F(1,13) = 11.39, p < 0.01, η2

p = 0.47. Further analysis showed that,
when the stimuli at the second location was visual, the accuracy of apparent motion
direction judgment was higher (p < 0.01) for the congruent stimuli (96.4%) than
for the incongruent stimuli (86.6%); when the stimuli at the second location was
tactile, the congruency effect was even larger (95.4% vs 76.3%).
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5. Discussion

Results of this experiment indicated that the size of auditory capture effect on in-
termodal and intramodal apparent motion varies according to both the timing of the
appearance of auditory direction cues and the type of the target motion streams. In
the delayed presentation of auditory stimuli, we observed a small but significant
congruency effect, indicating that the task-irrelevant direction cues encoded in the
auditory stimuli may bias the direction judgment of the apparent motion in the target
streams. This finding is inconsistent with Soto-Faraco et al. (2002, 2004b) which
found that the delayed auditory stream imposes no influence on the judgment of
visual or tactile apparent motion. We speculate that the small congruency effect in
this experiment was purely postperceptual (Meyer and Wuerger, 2001) and it was
probably caused by the variation of target motion streams which would render the
direction judgment more difficult and more susceptible to influence of postpercep-
tual bias. Nevertheless, it is important to note that this postperceptual bias occurred
regardless of the type of target streams and cannot be used to account for the much
larger auditory capture effects in the synchronous presentation of auditory stimuli.

The generally larger congruency effects for synchronous presentation varied as
a function of the combination of modalities in the target streams. The smallest ef-
fect for the VV stream was consistent with earlier studies (Kitagawa and Ichihara,
2002; Soto-Faraco et al., 2002, 2004b) that did not observe a significant impact of
direction cues in the auditory stream upon the direction judgment of visual apparent
motion. The largest effect for the TT stream was also consistent with earlier studies
showing the capture effect of auditory stimuli upon tactile stimuli (Bresciani and
Ernst, 2007; Bresciani et al., 2005; Soto-Faraco et al., 2004a). The novel finding in
this experiment was that the direction cues in the auditory stimuli can also affect
the direction judgment of intermodal apparent motion (i.e., visual–tactile, tactile–
visual) and the size of this capture effect was between the effects for pure visual and
pure tactile apparent motion. Moreover, it seems that it is the properties of stimuli
at the second location that have a larger effect in determining the size of the spatial
intermodal and intramodal capture effects, with the capture effect being larger for
tactile stimuli than for visual stimuli.

The smallest congruency effect for the VV stimuli and the largest effect for the
TT stimuli can be accounted for by the modality functional appropriateness hy-
pothesis (Welch and Warren, 1980, 1986), according to which the visual modality
is superior in spatial localization compared with auditory and tactile modalities.
The dominance of visual directional cues in the discrimination of motion direction
is likely to prohibit the influence of auditory temporal information upon the percep-
tion of visual apparent motion. On the other hand, tactile information and auditory
information tend to be reciprocal and equivalent in both spatial and temporal pro-
cessing (Soto-Faraco and Deco, 2009; Von Békésy, 1959) and the capture effect
has been found to be bidirectional between audition and touch (Gesheider, 1970;
Gillmeister and Eimer, 2007). Evidence has also shown that in judging the syn-
chrony of two stimuli, the audio-tactile pair is superior in temporal resolution over
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the visuo–tactile or audio–visual pair (Fujisaki and Nishida, 2009). Thus, we can
argue that the temporal information in the auditory input had imposed a noticeable
influence on the TT apparent motion.

Importantly, for the intermodal visual/tactile apparent motion, we found that the
auditory capture effect was intermediate between the effects for the VV and TT
streams. This finding suggests that the strength of intermodal apparent motion is
determined not by information from a single modality but by the integration of
information of two modalities. This finding is consistent with the view that mul-
tisensory interaction is the result of integrative processes whereby information
coming from each sensory modality is weighted during perception (e.g., Alais and
Burr, 2004; Battaglia et al., 2003; Bertelson, 1999; de Gelder and Bertelson, 2003;
Ernst and Banks, 2002; Welch, 1999; Witten and Knudsen, 2005). The VT or TV
streams containing the weaker tactile modality is hence more susceptible to the
spatial capture of auditory stimuli than the VV stream.

One might argue that the differential auditory capture effects on the intermodal
and intramodal apparent motion were simply due to the difference in the perceived
quality or strength of these motions. To rule out this possibility, we asked ten par-
ticipants (3 males, mean age of 24.8 years) who did not participate in the formal
experiment to rate, on a 6-point Likert scale (6 = strongest motion, 1 = no mo-
tion at all), the strength of each of the four types of apparent motion after being
presented with each stream for three times. The mean scores were 4.9 for the VV
stimuli, 4.3 for the TT stimuli, 3.5 for either the VT or TV stimuli. The strength of
apparent motion was significantly stronger for the VV and TT stimuli than for the
VT and TV stimuli (p < 0.05; see also Harrar et al., 2008), while in the present
experiment the auditory capture effect was the largest for the TT stimuli and the
smallest for the VV stimuli. This pattern is clearly inconsistent with the suggestion
that the susceptibility of intramodal and intermodal apparent motion to auditory
motion capture is solely determined by the strength of apparent motion.

One might also argue that the judgment of the direction of apparent motion was
based on the perceived temporal sequence (and spatial locations) of visual–visual,
tactile–tactile, visual–tactile and tactile–visual pairings rather than on the distinct
motion percepts per se. To rule out this possibility, we asked the same ten partici-
pants to perform a temporal order judgment (TOJ) task on the same target streams
with the same experimental setting as in Experiment 1. The mean percentages of
correct judgment were 98.5% for VV, 94.5% for TT, 94.1% for VT and 94.3%
for TV. Although the accuracy of TOJ for VV was significantly higher than the
accuracy for TT, VT and TV (ps < 0.05), the latter three did not differ between
themselves, inconsistent with the pattern of the auditory capture effects for the TT,
VT and TV stimuli. Thus, the TOJ data suggest that the auditory motion capture
effect upon the intermodal or intramodal apparent motion cannot be accounted for
wholly by the difference in TOJ.

On the other hand, it seems that the functional appropriateness of stimuli at the
second (ending) position of the intermodal apparent motion sequence has an im-
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portant role in determining the auditory capture effect. It is possible that the larger
auditory capture effect upon intermodal (and intramodal) apparent motion ending
with a tactile stimulation, rather than a visual stimulation, at the second position
is because the tactile modality is functionally weaker than the visual modality in
processing spatial information and is more susceptible to the influence of auditory
information. The spatial position of the second stimulation is likely to be more im-
portant than the spatial position of the first stimulation in determining the direction
of apparent motion. Earlier studies have demonstrated that, in tasks of wayfind-
ing and spatial localization, the sense of direction in animal and human subjects is
seldom contributed by the first landmark but largely determined by the second land-
mark (Barlow, 1964; Howard and Templeton, 1966). Moreover, the position of the
second stimulation is relatively more important than the first one in the development
of direction cognition (Bridgeman, 2003).

6. Experiment 2

In Experiment 1, we adopted a dynamic capture paradigm in the spatial domain,
with the intermodal visual/tactile apparent motion being readily captured by the
conflicting but synchronous auditory motion stream. As demonstrated in recent
studies, the perception of the direction of apparent motion in a target modality can
be modulated by the temporal relationship between stimuli in the target modal-
ity and stimuli in a distractor modality (Bruns and Getzmann, 2008; Freeman and
Driver, 2008; Getzmann, 2007; Kafaligonul and Stoner, 2010; Shi et al., 2010).
In Experiment 2, we examined whether auditory events can also capture the inter-
modal visual/tactile apparent motion when the temporal relations between auditory
stimuli and visual/tactile events were manipulated.

We binaurally presented two beeps which were either synchronous or asyn-
chronous with the two corresponding stimuli (visual and/or tactile) in the target
motion stream (Fig. 3). For asynchronous presentation, the first sound preceded

Figure 3. Temporal correspondences of stimuli in Experiment 2. Two biaurally presented auditory
beeps were synchronized with visual/tactile stimulations (‘synchronous sounds’). Alternatively, the
first beep was lagging the first stimulation and the second beep was leading the second stimulation
(‘inner sounds’) or the first beep was leading the first stimulation and the second beep was lagging
the second stimulation (‘outer sounds’). There was also a baseline condition in which no beeps were
presented.
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the onset of one target stimulus at the first spatial location and the second sound
trailed the onset of the other target stimulus at the second spatial location (the ‘outer
sounds’ condition), or the first sound trailed the onset of the target stimulus at the
first location and the second sound preceded the target stimulus at the second lo-
cation (the ‘inner sounds’ condition). For synchronous presentation, the onsets of
the two sounds were aligned with the onsets of the target stimuli. Finally, a baseline
condition was incorporated in which the target motion stream was presented in the
absence of any sounds.

In the presence of spatially static but temporally asynchronous sound pairs, the
mechanism of temporal ventriloquism may be at work (Morein-Zamir et al., 2003;
Shi et al., 2010). Sounds may capture the intermodal apparent motion by biasing
the perceived SOAs between stimuli in the target motion stream; that is, the ‘outer
sounds’ would ‘pull’ apart the two stimuli in the target motion stream, making the
determination of spatial locations of the two target stimuli hence the judgment of
the motion direction easier than in the baseline or synchronous condition. Con-
versely, the ‘inner sounds’ would ‘pull’ closer the two target stimuli, making the
determination of spatial location and the judgment of motion direction difficult.

7. Method

7.1. Participants

Fourteen undergraduate and graduate students (9 females, average age 22.5 years)
were tested. None of them reported any history of somatosensory or auditory
deficits. They had normal or corrected-to-normal vision and were naïve to the pur-
pose of this study.

7.2. Apparatus and Stimuli

The same experimental setting as in Experiment 1 was used. However, the stim-
ulus duration was curtailed to only 10 ms for all the visual, auditory and tactile
stimuli and the ISI between two stimuli in the target motion stream was shortened
to 70 ms. These parameters were determined through pilot tests to fulfill two pur-
poses: one was to conveniently manipulate the temporal correspondence between
crossmodal events with the curtailed duration of the individual stimulus, and the
other was to obtain good apparent motion within the curtailed temporal interval be-
tween the target stimuli. The auditory pair (65 dB, 500 Hz) was presented to both
ears simultaneously, providing no spatial information that could be used in judging
the direction of the target apparent motion.

7.3. Design and Procedures

A 4 (type of apparent motion: VV, VT, TV, TT) × 4 (temporal relations between
auditory events and target stimuli: synchronous, outer, inner and baseline) facto-
rial design was adopted. For the ‘outer sounds’ condition, the onset of binaurally
presented beeps preceded the onset of the first target stimulus at the first spatial
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location by 60 ms and the offset of the second beep trailed the onset of the sec-
ond target stimulus at the second spatial location by 60 ms (Fig. 3). For the ‘inner
sounds’ condition, the first beep trailed the onset of the first target stimulus at the
first location by 20 ms and the second beep preceded the second target stimulus at
the second location by 20 ms. The timing of stimulus presentation and data col-
lection were the same as in Experiment 1. Participants were asked to judge the
direction of the visual/tactile apparent motion, disregarding the auditory stimuli if
they were presented. The experiment had a total of 384 trials, divided into six test
blocks with each block having 4 trials from each experimental condition.

8. Results

Percentages of correct responses and standard deviations are presented in Table 2.
A 4 × 4 repeated-measures ANOVA revealed a significant main effect of motion
type, F(3,39) = 13.06, p < 0.001, η2

p = 0.50. Bonferroni-corrected pairwise com-
parisons showed that the percentage of correct responses for the VV stream (87.1%)
was higher than for the other three types of streams (VT, 75.1%; TV, 77.4%; TT,
79.5%), p < 0.01 (VV vs TT, VV vs VT) or p < 0.001 (VV vs TV), but that there
were no differences between the latter three types, ps > 0.1. The main effect of tem-
poral correspondence was also significant, F(3,39) = 19.13, p < 0.001, η2

p = 0.60.
The mean percentages of correct responses were 86.0, 74.6 79.6 and 78.9% for
the outer, inner, synchronous and baseline conditions, respectively. Bonferroni-
corrected pairwise comparisons showed that the synchronous auditory beeps did not
influence the direction judgment of apparent motion in the target stream, as there
was no difference between the synchronous and the baseline conditions, p > 0.1.
However, the outer sounds led to an improvement of performance while the inner
sounds induced an impairment of performance: outer vs baseline, p < 0.001; inner

Table 2.
Percentages of correct responses in Experiment 2, with numbers in brackets indicating standard errors
(VV: visual–visual motion; VT: visual–tactile motion; TV: tactile–visual motion; TT: tactile–tactile
motion)

Baseline Synchronous Outer sounds Inner sounds Average

VV 88.1 85.7 91.7 82.7 87.1
(3.7) (3.8) (2.3) (4.4)

VT 71.1 77.7 81.5 69.9 75.1
(3.9) (4.4) (5.1) (4.0)

TV 76.2 77.7 83.9 71.7 77.4
(4.5) (4.0) (4.3) (4.3)

TT 80.1 77.4 86.9 73.8 79.5
(4.1) (3.2) (3.5) (3.0)

Average 78.9 79.6 86.0 74.6
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vs baseline, p < 0.05. The two-way interaction between motion type and temporal
correspondence was not significant, F(9,117) = 0.92, p > 0.1, η2

p = 0.07, indicat-
ing that the auditory temporal ventriloquism effect did not vary according to the
type of apparent motion.

To examine whether the modality of stimulus at the first and/or the second loca-
tions in the target stream made a difference in the auditory temporal capture effect,
we conducted a 2 × 2 × 4 ANOVA, with the first and the second factors referring
to whether the stimulus at the first or the second location was visual or tactile and
the third factor referring to the type of temporal correspondence. We observed a
main effect of stimulus modality at the first location, F(1,13) = 10.77, p < 0.01,
η2

p = 0.45, and at the second location, F(1,13) = 9.68, p < 0.01, η2
p = 0.43, with

higher percentage of correct responses when the stimulus at the first location was vi-
sual (81.2%) than when it was tactile (78.4%) and with higher percentage of correct
responses when the stimulus at the second location was visual (82.2%) than when
it was tactile (77.3%). However, the interaction between the modality of stimulus
at the first location and the modality of stimulus at the second location was also
significant, F(1,13) = 16.26, p < 0.001, η2

p = 0.56,
Further tests showed that, across the four conditions, when the visual stimulus

appeared at the first location, the percentage of correct responses was higher for
VV than for VT, ps < 0.05 or 0.01; when the visual stimulus appeared at the sec-
ond location, the percentage of correct responses was higher for VV than for TV.
However, for the tactile stimuli, there was no such contingency.

9. Discussion

Consistent with previous studies demonstrating that an auditory event can influ-
ence the timing of the visual event (Burr et al., 2009; Freeman and Driver, 2008;
Getzmann, 2007; Morein-Zamir et al., 2003; Shi et al., 2010) and that auditory in-
formation can calibrate tactile events (Bresciani and Ernst, 2007; Bresciani et al.,
2005; Chen et al., 2011), we observed temporal modulation of the perception of in-
tramodal (VV, TT) apparent motion. It is likely that this modulation was due to the
impact of intervals between paired auditory events upon the perceived time intervals
between visual or tactile events (Bresciani and Ernst, 2007; Burr et al., 2009; Shi et
al., 2010). Importantly, we extended this temporal ventriloquism effect to the inter-
modal visual/tactile interaction. According to the Korte’s third law (Korte, 1915),
with the fixed distance between two stimuli in the target motion stream, the timing
information provided by auditory stimuli would affect the perception of the time in-
terval between the two events in the target stream. The perceived short interval (for
inner sounds) would elicit the percept of a short SOA between the two events in
the target stream, leading to a difficulty in direction judgment; conversely, the per-
ceived long interval (for outer sounds) would engender the percept of a long SOA
between the two events in the target stream, rendering the judgment of the target
motion direction easier (Harrar et al., 2008). This subjective shortening or length-
ening of the time interval between the two stimuli in the target stream might affect
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the perception of motion direction to the same extent for intramodal and intermodal
interaction.

Detailed analyses taking into account the modality of stimuli at the first and the
second locations in the target stream showed that, regardless of the temporal cor-
respondence of auditory input and regardless of the location (or temporal order)
of stimuli, the percentage of correct responses was higher when the stimulus was
visual than when it was tactile. It is clear from Table 2 that this general effect of
modality was caused mostly by the fact that the highest percentage of correct re-
sponses was to the VV stimuli. When tactile stimulation was involved, accuracy in
the judgment of the motion direction was reduced for both intermodal (VT, TV)
and intramodal (TT) apparent motion. These findings indicate that the visual event
can act as a reliable cue for spatial localization while the tactile cue is susceptible
to the influence of temporal interval in the auditory stream.

Note that we did not observe any difference in the accuracy of motion direction
judgment between the ‘no sounds’ and ‘synchronous sounds’ conditions. This null
effect seems to be inconsistent with Getzmann (2007) in which participants were
asked to subjectively categorize different types of apparent motion. Visual streams
accompanied with synchronous sounds were less likely to be judged as having ‘con-
tinuous motion’ than visual streams without sounds (see also Shi et al., 2010). The au-
thor suggested that the two sounds emphasize the distinctness of the two visual stim-
uli and, thus, hinder the percept of continuous motion. Our motion direction judgment
task, however, needs only minimal information concerning the direction of apparent
motion and hence the impaired percept of continuous motion, due to the presence of
the synchronous sounds, has not noticeable impact upon the direction judgment.

10. General Discussion

Previous investigations into dynamic crossmodal capture have been confined to two
given modalities, such as dynamic direction cues or static events in one modality
affecting the perception of motion stream in another modality. The present study
demonstrated that both spatially (directionally) informative (Experiment 1) and
spatially uninformative but temporally asynchronous (Experiment 2) sounds can
capture intermodal visual–tactile or tactile–visual apparent motion.

It is known that crossmodal integration takes place within a certain, limited tem-
poral and spatial range (Alais and Burr, 2004; Bresciani et al., 2006; Gepshtein et
al., 2005; Shi et al., 2010; Slutsky and Recanzone, 2001; Spence et al., 2007). This
range is to a large extent dependent on the functional appropriateness and precision
of information processing in a particular sensory modality although experimental
conditions and task demands can affect the manifestation of crossmodal integration
(Alais and Burr, 2004). According to the functional appropriateness and precision
hypothesis (Welch and Warren, 1980, 1986), different modalities possess different
dominant functions, with the highest spatial resolution or temporal acuity in one
modality dominating the perception of events in the other modality during multi-
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sensory integration. This dominance of one modality over the other was observed
in the present study. In Experiment 1 with spatial manipulations, the perception of
visual apparent motion (VV), compared with other types of motion streams, was
the least affected (i.e., with the smallest congruency effect) by direction cues in the
auditory input; in Experiment 2 with temporal manipulations, given that audition is
stronger in temporal acuity than either touch or vision, it is not surprising that the
tactile and visual apparent motion was affected to the same extent by temporal cues
in auditory stream.

Interestingly, an important finding here was that the effect of direction cues in the
task-irrelevant auditory input upon the perception of intermodal visual/tactile appar-
ent motion was intermediate between its effect upon the perception of intramodal
visual (VV) and tactile (TT) apparent motion. This is reminiscent of an earlier find-
ing that when visual stimuli are severely blurred, sound can capture vision; for
less blurred visual stimuli, neither sense dominates and perception follows a mean
spatial position (Alais and Burr, 2004). The spatial resolution of intermodal vi-
sual/tactile apparent motion appears to be the mean of the resolutions of vision and
touch. Hence, the effect of auditory direction cues appears to be the mean of the sus-
ceptibilities of vision and touch, even though the modality of stimulus at the ending
(second) position of the intermodal apparent motion seems to play a more promi-
nent role in the computation of this mean. Alternatively, according to the rules of
inverse effectiveness in multisensory integration (Holmes and Spence, 2005; Stein
and Meredith, 1993), especially in spatial ventriloquism, the crossmodal dynamic
capture effect is stronger for functionally weaker signals (in spatial localization).
In this way, the auditory capture effect in Experiment 1 was stronger for the tac-
tile stimuli than for the visual stimuli, as was the mean of the susceptibility for the
visual–tactile or the tactile–visual stimuli.

On the other hand, in Experiment 2 with temporal manipulations, the timing of
auditory input affected to the same extent the perception of intramodal visual and
tactile apparent motion (VV, TT) and the perception of intermodal visual/tactile
apparent motion (VT, TV). The finding of auditory temporal structures affecting
the perception of visual or tactile apparent motion is consistent with earlier studies
(Freeman and Driver, 2008; Getzmann, 2007; Kafaligonul and Stoner, 2010; Shi et
al., 2010). According to Korte’s third law (Korte, 1915), the percept of apparent
motion is determined by exposure time, spatial separation and inter-stimulus onset
interval (ISI) of the two stimuli in investigation. Although the ISI between the two
target stimuli were fixed at 70 ms in this experiment, this interval was subjectively
prolonged or curtailed by different auditory temporal structures (‘outer sounds’ or
‘inner sounds’). This made the separation of the spatial location of stimuli in the
target stream easier or more difficult and the response accuracy regarding the di-
rection of target apparent motion higher or lower (see also Burr et al., 2009; Shi
et al., 2010; van Erp and Werkhoven, 2004). The equivalent effects upon the four
types of apparent motion suggest that in temporal ventriloquism there might be a
common crossmodal temporal binding process that combines information from the
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target stream and from the task-irrelevant auditory stream. This process is largely
independent of combinations of individual modalities in the target stream, but is
dependent upon the perceived temporal interval between the two stimuli in the tar-
get stream (Fujisaki and Nishida, 2010; Keetels and Vroomen, 2008; Vroomen and
Keetels 2006; Zampini et al., 2005).

Across the two experiments, we found both moving and static sounds impose
a capture effect upon the perception of target motion streams composed of visual
and/or tactile stimuli. However, the underlying mechanisms for the two types of
capture effects may be different. In Experiment 1, a typical spatial ventriloquism
can account the findings, while in Experiment 2, temporal ventriloquism is at work.
In spatial ventriloquism, the perception of the motion direction of the target stream
is biased by the incongruent auditory motion direction through the integration of
direction cues from the target and the auditory streams. In temporal ventriloquism,
the perception of motion direction of the target stream is affected by the perceived
ISI between the two stimuli in the target stream, and the perception of this ISI is
‘captured’ by the interval between two concurrently presented sounds. Although
the four types of target streams showed the same pattern of variation for the over-
all accuracy in motion direction judgment, the congruency between the directions
of target and auditory streams (Experiment 1) and the temporal correspondence
between the target and auditory streams (Experiment 2) had different patterns of
impact upon the judgment of target motion direction. Moreover, the modality of the
second stimulus in the target stream (Experiment 1) and the modality of both the
first and the second stimuli in the target stream (Experiment 2) played an important
role in determining the capture effect, with the tactile stimuli more susceptible to
auditory capture. These differences strongly suggest different functions of spatial
and temporal information in crossmodal integration.

In the above discussions, we have implicitly assumed that the effects we observed
for either spatial or temporal manipulations were perceptual in nature, i.e., the inter-
modal integration taking place at the perceptual level. However, as we demonstrated
in Experiment 1, postperceptual processes or response bias might contribute also to
these effects (see Meyer and Wueger, 2001). Nevertheless, it is clear that the post-
perceptual processes cannot be wholly responsible for the interactive pattern of the
auditory capture effects in Experiment 1. For Experiment 2, the fact that the audi-
tory input did not provide direction cues that were directly related to the judgment
of the direction of apparent motion in the target streams helps us to rule out a simple
postperceptual account.

To conclude, by presenting direction cues or temporal information in the task-
irrelevant auditory modality and by asking participants to judge the direction of
apparent motion caused by the sequential presentation of visual and/or tactile stim-
uli at two spatial locations, we demonstrated that perception of both intramodal
(visual or tactile) and intermodal (visual/tactile) apparent motion can be affected
by the task-irrelevant spatial (apparent motion) or temporal information (of static
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events) in another modality, expanding the scope of crossmodal dynamic capture
and intermodal integration.
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